OBS
g B NHAEERIIEITE” [HPC, DL, Business platform system, CloudB2&&i]
> BN - BB CREHR), DL, BEY-5 (Google, Amazon, Alibaba, MeiTuan, ...)

O &itR
B HAFEFRIIEF — Divide & Conquer, Model & Challenges, PCAM, Data/Task, ...
- RETURRITE
B E{TIME
> i@ — BOMRIBAY3 NG 2 — Shared/Unshared Memory, Hybrid
> B — 1A%, Modern OS, Distributed Job Scheduler, GTMZ
O SR
® OpenMP, MPI, CUDA (DLHYZEE)), Big Data FRIMR/SparkZ (Ri$ K& 1EBig Data SDKZ _FAYYR
2, KEEASIINBNEIRE—ED)
O RFR R — BEEMFEHRIEH
B FORBIRIARZER
niES
B RFZER (HTAPS)
» Flink, ClickHouse, MaxCompute, ELK ...



Chapter 2: HPC with an example

[ClFaster for larger data
®
» Weather / Climate

® Heat dynamics as an example to understand
Numeric Computing/Scientific Computing

> Like Finite Element Analysis (BRIt HT)
® Other examples
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0 The Father of Modern Meteorology
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O Vilhelm Bjerknes’ Vision

W 1901 — Wanted to incorporate
physics into weather forecasting

» Start with complete set of initial
conditions (3-D)

» Solve equations using graphical
methods

» Initial state not sufficient for good
forecasts

» Did not use continuity equation to
derive the initial vertical wind
component (no direct
measurements available)

/N ‘};4 4 2y,

Source: Historical Essays on Meteorology 1919-1995, AMS




No calculus solution!

O Atmosphere dynamics with considering many parameters:
M 3-D: Temperature, Humidity, Wind speed and Wind direction, Atmospheric

Pressure,
M Later even Dew Point, Relative Humidity ...
du uvtang uw 1  op _
— # B = +fv—fw+ F,
dt r r P 1 cos oA
s + " e o e —fu+F,
dt r r p rog
dw u? +v? 1 op +7 o F
— = ——— — 0 U ;
) dt r p Or N
., COS A(wr?
(/_p+p | (911+ 1 (9(\(:0%4,0)_'_((:11 ) _o
dt rcosedd rcose  Op r=or
aT_RTdp_ O
& Copd G
p=pRT
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ETH:zurich
COSMO: the model Meteo Swiss uses




ClLewis F. Richardson

B About same time as Bjerknes; WWiI
(World War 1) ambulance driver

B Used continuity equation to obtain initial
vertical velocities, as well as the other
“primitive equations”

¥ Failed due to insufficient initial data

» Solved equations by hand!

»Time steps were too large — would have
resulted in computational instability

Source: Historical Essays on Meteorology 1919-1995, AMS




First numerical foreca prec O O °

1922 by Lewis Fry Rich ompute nercompute C
Took several months, calcu
hand, to produce a 6-hour forecast. |., £ =
M P J_lf.h‘\ P \

. e oy
It failed...badly! ® ol (] ey :%, sl s ul e
But, it demonstrated the means of produting — N 1t e
guantitative forecasts. Its failure has since ;
been shown to be due to the limited A dt UyTle
understanding of some atmospheric e roalir A
processes at the time. L_2s ey |k [Nus INwr Nipp | ox

L. F. Richardson’s computational grid: Pressure is
determined in squares marked ‘P’, momentum in
those marked ‘M'.
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Richardson’s forecast factory (1922)
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So called Numeric Computing




https://en.wikipedia.org/wiki/Numerical_weather_prediction

Horizontal Grid
(Latitude-Longitude) |

Vertical Grid
(Height or Pressure) |

Physical Processes in a Model

solar  terrestrial
radiation radiation
4

ATMOSPHERE
e D! A

— —

W o o N o “’. W o W o
‘4

CONTINENT


https://en.wikipedia.org/wiki/Numerical_weather_prediction

.. . . geostrophic 3 [ d3ia'strofik]
vorticity 3 [vo'trstti] ad. [HHEER FEE T 51 RHG, HOEE R

LIRS wET B2 L i . 45 FEF - hydrostatic 3¢ [ hardre'steetik]
n- ﬁ/f/l%’[j(mm /I%E.) /I%jjm, )‘J‘}ZEE, ad] %%7ij%ﬁ/‘}’ bﬁf$ﬁ%jj$ﬁ"],

Rossby in 1933

O Further Developments

W Carl-Gustaf Rossby (1939)

» Showed that atmospheric longwave motion could
be explained by vorticity distribution

»\Wave movement function of wavelength and speed
of large-scale zonal flow (Rossby Waves)

® Jule Charney (1949)

»Developed first barotropic modgtrotropic adj. IEF&HT;

v" Large-scale motions approximately geostrophic and
hydrostatic; no vertical motions; no vertical wind shear
»Numerical prediction now realizable as soon as
computers become powerful enough to run the
computations



O First Numerical Forecast
B Charney barotropic model run on P

..........

ENIAC computer (1950) Zi o

»Produced 500 mb (millibar) height
forecast

» Bad forecast but looked realistic

ENIAC Computer

Jule Charney Source: Historical Essays on Meteorology 1919-1995, AMS




First successful forecast: 1950
by Jule Charney, Fjortoft, and
von Neumann, using ENIAC.

A 24-hour forecast took 33 :
days to produce, working day §
and night. !
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1950 ENIAC Meteorology Simulations
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Jule Charney was the NWP (Numerical weatherprediction) super hero




CdOperational Numerical Weather Prediction

B May 6, 1955 — First regular and continuing NWP forecasts issued
for U.S.
»Early results worse than lab experiments

»Limitations of assumptions made in the models (Quasi-geostrophic
approximation)

»Many storms missed; public confidence wanes

»Many early problems due to bad input data from global observation
networks

»Barotropic model (Charney) worked best for several years

v Barotropic processes mostly controlled large-scale daily motions (e.g. long waves),
while baroclinic controlled short-bursts of activity (e.g. mid-latitude cyclones)

barotropic  adj. 1FJEH;




COBarotropic Model

M Barotropic atmosphere (constant density/temperature on pressure
surface, no vertical motion)

B Absolute vorticity conserved

d(f +¢) 0

vorticity D.J.[vo: tisati] n. JEFIRES

dt

B Somewhat skillful at large-scale wave prediction
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Algorithmic description

= -4.0 * data(i,§,k) + /
data(i41,9,k) + data(i-1,9.k) + .
data(i.3+1.k) + data(i,3-1.k); BINIEIE (RN )

/

Compilation

1, 389373 2015}
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Domain science & applied rmthﬂmaucq

Mathematlcal descrlptlon

h
Algorithmic description

= .‘.o - dln(i.j.k) * /

data(i+1,9,k) + data(i-1,9,k) + _
data(i g+l.k) + data(i,3-1.k); QINDEIE QRN

Compilation

Computer engineering

e Physcs, wol 11, 385373 2015)



dynamic environment
for model develop:

——
—

ETH:zurich :
g Physical model

7
Mathematical descrlptlon > el

,‘\
Science 3 lications using a descriptiv ~
gveloper environment

and dynamidhdeve ar e 2N
Algorlthmlc descri
w ;

lmperative code Multi-disciplinary
. co-design of tools,

A libraries.,
programming

Compller frontend environment

tools for

high-performance

. Ve scientific computin

Architecture specific backends e gz "
» Pl

]

‘timisation [ low-level libraries / runtime

/
/

-

Architecture 1 Architecture 2 Archltecture N
Schulthess. Nature Physics, vol 11, 389373 (2015)

. - twnve, Ve T emahans W
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Mathematical description <

Science dgplications using a descriptive

and dynai@ F .
-

dynamic environment

iPython/notebook : for model develop.
PY".;UPYTER Physical model

[ G Esprossa ||

/A&ﬁ e —
SIRIUS C++ library

imory model, MPi+X where X=OpenMP, CUDe

tlass Band class Force @
XC potential Second-variatonal and A4 Asxormic |
e Sokd dagonalzation of Hamitonian suppont

, Gt used with support of GPU and Harmittol
four dartuted sganvaiue scbears

4
Speid LaxC =

BLAS / pBLAS [accelerator &

Architecture Specinc packends

Architecture 1 Architecture 2

Bliti-disciplinary

ldesign of tools,
taries,

:

‘gramming

yironment

tools for
erformance
computing

Architecture N
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ETH:zurich
] DFT ground state

Eigen-value prodlem H ¥ . (r

A

Mathematical description

Domain science & applied mathematikA

Algorithmic description

i

Imperative code

Compilation

Computer engineering

Fhyscs, wi 11, 388373 S
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Imperative code
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Compilation

Computer engineering

"

® Physcs, wol 11, 368373 2015)
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ypes of Numerical Models

0 The Final Major Evolution
B Successful NWP using full suite of primitive equations occurred in 1966
» Original Bjerknes/Richardson vision!

B Advances in computational power and improvements in input data let to
acceptable forecasts

B Forecasts improved almost 50% in 10-years (1955-1965) from subjective
forecasts

A tale of progress

One of the greatest scientific achievements and societal benefits pro-
vided by Earth science in the past 30 years has been the steady improve-
ment in global weather forecasts. This figure shows the moving monthly
average of the correlation (a perfect forecast would be 100%) between
observed and forecast weather features at 500 millibars (the approximate
midpoint of the atmosphere) for 3-, 5-, and 7-day forecasts made by the o
European Centre for Medium-Range Weather Forecasts (ECMWF). The e Al e
accuracy of these forecasts of mid-atmospheric flows—upon which fore- '
casts of hurricanes, floods, droughts, and other major weather features 3 = -

3 k: 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06
depend—has been increasing steadily since 1980. This dramatic improve- Year
ment is due to better understanding of the atmosphere-Earth system,
more and better global satellite observations, and improved numerical models that assimilate the many observations. The forecast improve-
ments are especially dramatic across the Southern Hemisphere (bottom line of each colored band), a sign that the benefits of advanced satellite
data are available equitably to both North and South. Recent work shows that we are not yet near the end of possible improvements. (Figure
courtesy Tony Hollingsworth, ECMWEF, and is updated from the figure published by A. J. Simmons and A. Hollingsworth, “"Some aspects of the
improvement in skill of numerical weather prediction,” Quarterly Journal of the Royal Meteorological Society 128 (2002), 647-678.)







Chapter 2. Overview of HPC

[ClFaster for larger data

® Many problems/applications need HPComputers
» Weather / Climate, Cryptography, Nuclear Weapons

Design, Scientific Simulation, Petroleum Exploration,
Aerospace Design, Automotive Design, Pharmaceutical
Design, Data Mining, Data Assimilation
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Numerical
Methods
for Scientisrs
and Engineers

OO Numerical methods for
scientists and engineers

., ORichard Hamming

RW. Homming

Second Edition
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Differential Equation — Basic

 dimension of unknown:
— ordinary differential equation (ODE) — unknown is a function of one variable, e.g.
y(t)
— partial differential equation (PDE) — unknown is a function of multiple variables,
e.g. u(t,x,y)

* number of equations:

— single differential equation, e.g. y’=y

— system of differential equations (coupled), .9. y, '=y,, ¥, =-0
« order

— nth order DE has nth derivative, and no higher, e.g. y " ’=-¢




e linear & nonlinear:

— linear differential equation: all terms linear in unknown and its derivatives
— e.0.

e x''+ax’+bx+c=0 - linear

e x'=£x— linear

e x’’=1/x —nonlinear




PDE’s in Science & Engineering

» Laplace’s Equation: V2U = u,, +U,, +U,, =0
— unknown: u(x,y,z)
— gravitational / electrostatic potential

« Heat Equation: u, = a?Vau
— unknown: u(t,x,y,z)
— heat conduction

« Wave Equation: u, = a?Vau
— unknown: u(t,x,y,z)
— wave propagation




Laplace Equation

o°u(x, Y, z) . o°u(x, y,z) N o°u(x,y,z) 0
OX* oy* 0z°
Used to describe the steady state distribution of
heat in a body.

Also used to describe the steady state
distribution of electrical charge in a body.
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Heat Equation

2 2 2
au(xé)t/,z,t) :a[a_qu@ u +8 u]

The function u(x,y,z,t) Is used to represent
the temperature at time t in a physical body
at a point with coordinates (x,y,z)

o IS the thermal diffusivity. It is sufficient to
consider the case a = 1.




Wave Equation

o%u(x, y, z,1) _ 2 (82u +c’92u azu]
o>

_|_
ox: oyt 0z°

The function u(x,y,z,t) Is used to represent the
displacement at time t of a particle whose
position at rest is (X,Y,2) .

The constant c represents the propagation
speed of the wave.




https://en.wikipedia.org/wiki/Schr%C3%B6  https://www.physlink.com/education/askex
dinger_equation perts/ae329.cfm

« Schradinger Wave Equation
— quantum mechanics
_ (e|ectron probahilif\/ Aancitiac)

Second derivative shrodinger Wave

: Function
with respect to 2
, azlp*/;‘]'l:zm
-+ ——(E-V)y=0
Ox h
/‘ Energy Potential Energy
FPosition

 Navier-Stokes Equation
— fluid flow (fluid velocity & pressure)

ol

J 2
pPl—+ (V. NW]=-NP+ pg + uV¥
ol
; ) B:J'-: lerce farm wisgotty somiraded
chargr of Casvactva harm e volocity diffsion
ey wine act on = fhid (wich tarm
od grovire.
ek amcgnalis

Praswre toren Flid

Flosas in the diveciion

ol kargsin changs is
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https://www.physlink.com/education/askexperts/ae329.cfm
https://en.wikipedia.org/wiki/Schr%C3%B6dinger_equation

Linear or Nonlinear

Example of linear PDE:

2U,, +1lu,+3u,+4u,+cos(2t)=0
2U,—-3U +4u, =0

Examples of Nonlinear PDE

2 Uyx + (uxt)2 +3 Uy = 0
JUyy +2 Uy +3u, =0

2U, +2Uu,U +3u, =0




Convergence and Stability of the Solution

[0 Convergence

The solutions converge means that the solution
obtained using the finite difference method
approaches the true solution as the steps
approach zero.

AX and At

O Stability:
An algorithm is stable if the errors at each stage
of the computation are not magnified as the
computation progresses.




Laplace Equation

Laplace equation appears in several engineering
problems such as:

B Studying the steady state distribution of heat in a body.

M Studying the steady state distribution of electrical charge
In a body.

0% T (X, 0% T (X,
(2 y) | (Zy):f(xiy)
OX oy

T :steady state temperature at point (X, y)
f(x,y): heatsource (or heatsink)




Solution Technique

CJA grid I1s used to divide the region of interest.

M Since the PDE is satisfied at each point in the area, it must be satisfied at
each point of the grid.

O A finite difference approximation is obtained at each grid point.

0° T(X,Y) N Ta;—2T;+T,;, 62 T(xy) N T =21+ Ty
ayZ (Ay)z

OX’ (AX)’
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Solution Technique

0" T(xy) _Tij = 2T+ Ty,

OX? (Ax)’ |
OPTXY) Tiju—2T;+T
oy (Ay)
2 2
0 T(>2<,y) 0 T(>2§,y) 0
OX oy

IS approximated by :
_2Ti,j +Ti—1,j +Ti,j+l _2Ti’j +Ti’j_1 =0

T

I+1, j




Solution Technique

T

i+1, ]

= 2T, + T4 N T —2T+T g _0
2 2 B
(Ax) (ay)
(Laplacian Difference Equation)
Assume: AX=Ay =h

= T

+ﬂ44+ﬂ¢u

+T,  —4T, =0




Example: Deriving the Heat Equation
B |
0 x-h X x-;-h 1
Consider a simple problem
A bar of uniform material, insulated except at ends
O Let u(x,t) be the temperature at position x at time t
[0 Heat travels from x-h to x+h at rate proportional to:

d u(xlt) * (u (X'hlt)'u(xit))/ h - (u(xlt)' u (X+h/t))/ h

dt h

« As h =2 0, we get the heat equation:
d u(x,t) - d? u(x,t)

dt dx?




@2101¢2011

Detalls of the Explicit Method for Heat
- duby)_ dult]

dt dx?

O time and space using explicit approach
(forward Euler) to approximate time derivative:
(u(x,t+o) —u(x,t))/6= C [ (u(x-h,t)-u(x,t))/h - (u(x,t)- u(x+h,t))h 1/h

= C[u(x-h,t) = 2*u(x,t) + u(x+h,t)]/h?
Solve for u(x,t+o) .
u(x,t+0) = u(x,t)+ C*6/h? *(u(x-h,t) — 2*u(x,t) + u(x+h,t))

OLet z=C*8 /h?, simplify:
u(x,t+o) = z* u(x-h,t) + (1-2z)*u(x,t) + z*u(x+h,t)

[0 Change variable x to j*h, tto i*§, and u(Xx,t) to ufj,i]




o T(x.v) +al T(x.y) B

0

Solution Technique ox’ o’
.Ti,j+1
.Ti 1, ] .Ti, j .Ti +1,j
.Ti,j—l




Example

It Is required to determine the steady state
temperature at all points of a heated sheet of
metal. The edges of the sheet are kept at a
constant temperature: 100, 50, O, and 75 degrees.

100

/75

The sheet is divided
to 5X5 grids.
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& T(x.y) & T(x.y) 0
Example o v
T,=10 T,,=100 T,, =100
—@ O
T,.=15 T1’3 T23 T
03~ g ©® o P .T4’3 =50
T
Too =750 .le e .T3'2 .T4,2 =50
T01 . 75 ® .Tl,l .Tzl () T3,1 .-I-4 . — 50
L L L
T,,=0 T,,=0 T, =0

® Known
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& I(xy) & TGy)
- - _ P T P — Y @ Known
Irst equation ] @ To be determined
T,,=100  T,,=100

@ @

Tos= 75‘ %*1-1,3 .T213

T T
TO 5 = 7& 172. \ @ ak

Tos+tT,+T,+T,,—41,,=0
/5+100+T,,+T,,—41,,=0




0" T(x.y) 0 T(x.y) _

_ P + 2 =0 ® Known
AnOther Equathn | - @ _To be determined
T,=100 T,,=100  T,,=100
’ ® —® @
Tis T
® {* 2,3 o 3,3

T1,2 / T212 T3,2

T1’3 +T2’4 —|‘T3’3 —|‘T2,2 —4T2’3 — O
T1’3 +100+T3’3 +T2’2 — 4T2,3 — O




Another Mesh

Diseratization of the 2D Heat Equation

—s- ]

LIEE)]

i=0 i=1 i=2 =3 i=4 i=3 i=6 i=7 i=8




“Solution
The Rest of

the EquationS

(4 -1 0 -1
-1 4 -1 0 -1
0 -1.4 0 0
-1 0 0 4 -1
-1 0 -1 4
-1 0 -1
-1 0
-1

\

-1

0 -1
-1 0
4 0
0 4
0 -1
-1 0

" I(x.y) O T(x.y) _
ox’ %
V() (75

Toa 0

Tay 50

Tis 75
1 oo |=| O
0 -1||Ts, 50
-1 0 (| T3 175
4 —1|[T,s 100
-1 4 \T3,3/ (150,




Pabt XIl 10 System

Another evolution equation

0 The calculation of an element is
dependent upon neighbour element values.

U,

y=UYsy

+ Cx - (Ux+ 1.y + Ux-?,}r -2°U

)

OA serial prograr " ey r* Y27 %) ike:

do iy = 2, ny - 1

do ix = 2, nx - 1
u? {(ix, iy) =
ul (ix, iy} +
cx * (ul{ix+1l,iy) + ul{ix-1,iy) - 2.%ul{ix,iy)) +
cy * (ul{ix,iy+1l) + ul{ix,iy-1) - 2.*ul{ix,iy)})
end do

end do




Iterative Methods for Solving Ax = bI

Ex:
(1) 621 — D0 + 2 1 Initial Approximation: z1 =0,29 = 0,29 =0
(2) —2z1+Txa+2x3 = 5
Tter | O 1 2 3 4 8
(3) r1 + 219 — Dag = -1
. z1 |0 1.833 2038 2.085 2.004 2.000
0 0.714 1.181 1.053 1.001 1.000
T o= %1 —%(—ng—l—rg} 2 r 0
vy = % B %(_2&?1 + 9a4) zq9 |0 0.2 0852 1.080 1.038 1.000
z3 = g — 2z(z1+ 2a2) Stop when || Z*+1) — 2 || < 10~
—
x{lf‘ur” = %(11 — (—Qrﬂ{f} 14 :gék})) Need to define norm | gkt _ zk) I8
gt = L5 (—z;r““?' +224))
k+1 : k
zy ™) = L(-1- (@ +224Y))




Jacobil Method for Ax = b

Parallel
kH——(b—ZHaj-I' ) i=1,---1 \‘—

J#i
Jacobl method in a matrix-vector fm‘m' phtl =
Example: or 1n general
(1) b6x1 — 229 + x3 = 11 k+1 - 5 = k . ok
z 0§ —% 1 3
(2) —2I1 -+ '?;Ig -+ 2333 = 5! B 9 0 9 5
_ L2 — | 7 7 L2 | 7 Parallel solution:
(3) r1 4+ 219 — Dy = -1 . 9 0 1
X = = I = . .

— 3 - 29 - 3 5 e [Distribute rows
Ty = 1;,?1 — %(—2-'1’2 + x3) e Perform comput
T9 = % — %(—2;1:1 + 2a3) owner-computes
r3 = é — }5(1‘1 + 2x9) e Perform all-gatl

after each 1terat




SPMD Code for y = H*m—l—dl

me=mynode(); Optimized solution: write the Jacobi method
for:=1to n do as:
if proc_map(i) == me, then do 5;:
_ Repeat
Sii o yli]=0; For i=1ton
1l = LDC&E(E') yMew — () fl}(yﬂﬂdl 14 ypidl _ hi)
] ° 11— ]
for j=1tondo Endfor
ylil] = y[il] + alil][j] # z[j] + di1] | Until | 7 =g ||< e
endfor

endfor




The SOR nlethndl

SOR (Successive Over Relaxation).

The rate of convergence can be improved

(accelerated) by the SOR method:
Step 1: Use the Gauss-Seidel Method.

o5t = Hak +d

Step 2:




Weather forecasting? — FEM with similar idea

OO0 FEM: Finite Element Model [BRTT 1]
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https://www.ucl.ac.uk/mssl/mechanical/images/analysis/Mode02A.png

We need Super Computer/HPC

(@) E=REMNE

() EAAE ML

(b) IEFT FER%%




How to model is the KEY

ANSYS Domain Decomposition Method \

Electrical Size_

HFSS: Finite Elements )

Geometry and Material Complexity

http://www.cadfem.in/blog
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Global Climate Modeling Problem

* Problem is to compute:
f(latitude, longitude, elevation, time) = “weather” =
(temperature, pressure, humidity, wind velocity)

» Approach:
- Discretize the domain, e.g., a measurement point every 10 km
- Devise an algorithm to predict weather at time t+ot given t

* Uses:
- Predict major events, e.g., EI Nino
- Use in setting air emissions standards
- Evaluate global warming scenarios




Global Grid (0.25*0.25 - 1440X720 dots = 62208000)

O If we take resolution as 0.25*0.25, and 60 vertical layers, the matrix
size will be 1440*720*60 = 6.22*10".

O If 6 variables, the number is 6*6.22*10".

O If we want to predict the weather in 24 hours, and 5 minutes as span,
we should compute values of
M 288*6*6.22*107.~1.08*1011,
M If you want to predict future 3 days, 5 days, 10 days?

0 So HUGE! We need more powerful computers!
B Super Computers, HPC etc.



https://www.esrl.noaa.gov/psd/

Global Climate Modeling Computation

* One piece is modeling the fluid flow in the atmosphere
- Solve Navier-Stokes equations
- Roughly 100 Flops per grid point with 1 minute timestep

« Computational requirements:

To match real-time, need 5 x 10! flops in 60 seconds = 8 Gflop/s
Weather prediction (7 days in 24 hours) - 56 Gflop/s

Climate prediction (50 years in 30 days) - 4.8 Tflop/s

To use in policy negotiations (50 years in 12 hours) - 288 Tflop/s

* To double the grid resolution, computation is 8x to 16x

- State of the art models require integration of atmosphere, clouds, ocean, sea-ice,
land models, plus possibly carbon cycle, geochemistry and more

 Current models are coarser than this




High Resolution Climate : _ o
Modeling on NERSC-3 — P. Duffy, Wintertime Precipitation

et al., LLNL As model resolution becomes finer, results
converge towards observations

model, 300 km resolution model, 75 km resolution

45N 45N
=
= 40N 40N
=
@ 36N a5
30 - 30N
25N 0w ' W 120W * 26N

1.6 2 25 3 35 4 45 6§
(mmJ/day)

model, 50 km resolution ~ observations

v




U.S.A. Hurricane

Pseudocolor

Var: TMaQ

Units: kg/m2
— 100.0

[—31.62
— 10.00
—3,162

— 1,000

Max: 89.88
Min: 004105 August 3 1979

Source: Data from M.Wehner, visualization by Prabhat, LBNL
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Meteorological Satellites
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Michael J. Quinn

] Data-Parallel Programming on MIMD
Computers

O Philip J. Hatcher, Michael J. Quinn
01991

The results we report in this book are largely due to the efforts of many graduate
students at the University of New Hampshire and Oregon State University. Charles A.
Grasso implemented the first generic host (ghost) program for the nCUBE™ 3200.
Jeffrey E. F. Friedl modified the University of Virginia’s Very Portable C Compiler
to generate code for the nCUBE node processors, developed the valuable UNIX™-to-
nCUBE and nCUBE-to-UNIX binary file conversion programs, and implemented the
second ghost program for the nCUBE. Karen C. Jourdenais designed and implemented
our first Dataparallel C compiler for the nCUBE. Lutz H. Hamel built the second-
generation Dataparallel C compiler for the nCUBE and ported the GNU C compiler
to generate code for the nCUBE node processors. Robert R. Jones built the front end

AR 222 L B, KRBT, JRATEMNZSI GRS ENE D!
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Para ‘el Programming

] Parallel Programming: Concepts and
Practice

O Bertil Schmidt, Jorge Gonzalez-
Dominquez, Christian Hundt, Moritz Schlarb

D 2017 CONSIDERATIONS WHEN DESIGNING PARALLEL PROGRAMS

Assume you are given a problem or a sequential code that needs to be parallelized. Independent of thq
particular architecture or programming language that you may use, there are a few typical considera
tions that need to be taken into account when designing a parallel solution:

+ Partitioning: The given problem needs to be decomposed into pieces. There are different ways how
to do this. Important examples of partitioning schemes are data parallelism, task parallelism, anc
model parallelism.

+ Communication: The chosen partitioning scheme determines the amount and types of requirec
communication between processes or threads.

* Synchronization: In order to cooperate in an appropriate way, threads or processes may need to bx
synchronized.

* Load balancing: The amount of work needs to be equally divided among threads or processes i
order to balance the load and minimize idle times.

Bertil Schmidt  Jorge Gonzdlez-Dom nguez

Christian Handt Motz Schlard
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Introduction to P al a//e/
Programming

[ Introduction to Parallel Programming
O Steven Brawer (Auth.)
11989

STEVEN BRAWER
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LS-DYNA

https://www.lstc.com/products/Is-dyna

[0 LS-DYNA is a general-purpose finite
element program capable of simulating
complex real world problems. It is used
by the automobile, aerospace, con-
struction, military, manufacturing, and
bioengineering industries. LS-DYNA Is
optimized for shared and distributed
memory Unix, Linux, and Windows
based, platforms, and it is fully QA'd by

LSTC. The code's origins lie in highly for Occupant Safety
nonlinear, transient dynamic finite ele-

ment analysis using explicit time inte-

gration.
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Abaqus |
o _ services/simulia/products/abaqus/
[0 The Abagus Unified FEA product suite

offers powerful and complete solutions for PSS”"‘#}J@
bOth rOUtine and SOphiSticatEd SIMULATION FOR PRODUCT, NATURE & LIFE
engineering problems covering a vast
spectrum of industrial applications. In the ,
automotive industry engineering work S 2
groups are able to consider full vehicle |
loads, dynamic vibration, multibody
systems, impact/crash, nonlinear static,
thermal coupling, and acoustic-structural <. ABA"’ S"Gg
coupling using a common model data 237 Q
structure and integrated solver
technology.
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ANs YS https://www.ansys.com/about-ansys

ANSYS - FEA / FEM
O If you’ve ever seen arocket launch, (Mg FUNDAMENTALS
flown on an airplane, driven a car, used FAEs a0 CERCT:'SCA;'SOEN
a computer, touched a mobile device, -— " .
crossed a bridge, or put on wearable
technology, chances are you’ve used a
product where ANSYS software played
a critical role in its creation. ANSYS is
the global leader in engineering
simulation. We help the world’s most
Innovative companies deliver radically

better products to their customers

o FLUENT Ny

by CEX
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] Introduction to Scientific Computing and
Data Analysis

L 0 Authors Mark H. Holmes (auth.)

Introduction OYear 2016
to Scientific O Pages 505
Computing and O Publisher Springer International Publishing

Data Analysis  [EEECEEG
= [1ISBN 9783319302546

TEXTS IN COMPUTATIONAL SCIENCE 13
AND ENGINEERING

@_ Springer




HETH EDITION

A FIRSTICOURSE IN THE

FINITE
ELEMENT

METHOD

DARYL L. LOGAN

A First Course in the
! y Finite Element Method

s ol Relytachi

B o o s
A First Course in

Finite
Elements

e

1 A First Course In the Finite Element Method

O Daryl L. Logan

B A FIRST COURSE IN THE FINITE ELEMENT
METHOD provides a simple, basic approach to
the course material that can be understood by
both undergraduate and graduate students
without the usual prerequisites (i.e. structural
analysis). The book is written primarily as a
basic learning tool for the undergraduate
student in civil and mechanical engineering
whose main interest is in stress analysis and
heat transfer. The text is geared toward those
who want to apply the finite element method as
a tool to solve practical physical problems.
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[0 Numerical Differential Equations: Theory and
NUMERICR[DIFFEREN"H[ Technigue, ODE Methods, Finite Differences,
EQURTIONS st Finite Elements and Collocation

B 1 John Loustau

M This text presents numerical differential equations to
graduate (doctoral) students. It includes the three
standard approaches to numerical PDE, FDM, FEM
and CM, and the two most common time stepping
technigues, FDM and Runge-Kutta. We present
both the numerical technique and the supporting
theory.

The applied techniques include those that arise Iin
the present literature. The supporting mathematical



https://book4you.org/g/John%20Loustau

[0 Numerical Solution of Partial Differential Equations:
Finite Difference Methods

O0G. D. Smith

B Substantially revised, this authoritative study covers
the standard finite difference methods of parabolic,
hyperbolic, and elliptic equations, and includes the
concomitant theoretical work on consistency,
stability, and convergence. The new edition includes
revised and greatly expanded sections on stability
based on the Lax-Richtmeyer definition, the
application of Pade approximants to systems of
ordinary differential equations for parabolic and
hyperbolic equations, and a considerably improved
presentation of iterative methods. A fast-paced
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Applied
CFD Techniques

An Introduction based on
Finite Element Methods

Rainald Lohner

HWILEY

] Applied computational fluid dynamics technigques:
an introduction based on finite element methods

] Prof Rainald Lohner

B Computational fluid dynamics (CFD) is concerned
with the efficient numerical solution of the partial
differential equations that describe fluid dynamics.
CFD techniques are commonly used in the many
areas of engineering where fluid behavior is an
Important factor. Traditional fields of application
Include aerospace and automotive design, and
more recently, bioengineering and consumer and
medical electronics. With Applied Computational
Fluid Dynamics Techniques, 2nd edition, Rainald
Lohner introduces the reader to the techniques
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[0 Essential Computational Fluid Dynamics

FSSENTIAL O Oleg Zikanov

COMPUTATIONAL ® This book serves as a complete and self-contained
Introduction to the principles of Computational Fluid
FUIMICS Dynamic (CFD) analysis. It is deliberately short (at
=N approximately 300 pages) and can be used as a text
for the first part of the course of applied CFD followed
by a software tutorial. The main objectives of this non-
traditional format are: 1) To introduce and explain,
using simple examples where possible, the principles
and methods of CFD analysis and to demystify the

= "black box’ of a CFD software tool, and 2) To provide
OLEG ZIKANOV a basic understanding of how CFD problems are set
and which factors affect the success and failure of the

e —— R——
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Chapter 2: HPC with an example

[l Faster for larger data

® Many problems/applications need HPComputers

» Weather / Climate, Cryptography, Nuclear Weapons Design,
Scientific Simulation, Petroleum Exploration, Aerospace Design
, Automotive Design, Pharmaceutical Design, Data Mining,
Data Assimilation
® Heat dynamics as an example to understand Numeric
Computing/Scientific Computing
> Like Finite Element Analysis (BRIt 1)




Many applications needs more computation power

O With HUGE data to be processed
B Scientific computing, business applications etc.
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Virtual screening in drug discovery

e \
Target protein : ‘ 3 ) gl
s }.:;:...““a.‘

ﬂnRTUAL

SCREEN//

Dock SCREEN HIGH-THROUGHPUT
SCREEN

= |

4 i lh||l||!|w|q

0 Hi JREITIN

RS
Test
high-scoring \e Test all
molecules ',‘(‘%X_ molecules




1 2 3 4 5 67
01 01 1 1 0]
m*EBE*u 1 | ¢ 1010001
2 C 0100000
2 f{ 1 000000
L_.: E 1 000000
6 H 1 000000
7 H 01 000 0 o
Representation Name
Caffine Common Name
trimethylxanthme coffeme, theme, mateme, Synonyms
CgH;(N4O, Empirical formmula
3.7-dihydro-1.3.7-trimethyl-1H-purine-2.6-dione IUPAC Name
58-08-2 CAS Registry Number
T56 BN DN FNVNVJ Bl F1 HI WLN Notation
CNIC=NC2=CI1C(=0)N(C(=0)N2C)C SMILES
1S/C8HI0N402/c1-10-4-9-6- Inchl

5(10)7(13)12(3)8(14)11(6)2/h4H.1-3H3
Markush Structure

e
<

1|2 |3 (4|56 |7]|8 |9 |10 11 :

T T e B Connection Table

4 |1|0|2[0jo/0f0]JO(OJ0 10

3 0|2|0]1 |0 |0 |02 |0 0 |0

4 ojgj1|joj1 |0 |o|0 |0 0|0

3 0|0 |j0oj1 |0 |2]1[0 0 0 |0

1] O|jg|0j0]j2 |0 |00 |0 0|0

F ojogjojoj1 |0 ]Oof0O 0 0 |0

8 ojg|1|0|0 Q|00 |2 |0 |0

9 o|jg oo | O |0|[2 |0 1|0

10 |2 |0 |0 OO0 Q|00 1 011

11 |0 |0 jofOojo|/Of0j0O(O0]J1 |0
[OH]c1ccecl Fragment Code
0000100110100111 Fmgerprmt

5244987098423150 Hash Code




~on

1 TH

A
i

i

)
AZn-=
Pl

na
il
-

i3
[ J Lo,
§838535

.

i




[0 FCD (Fine Chemicals Directory) —— MDL 43R, §gk£990 000MES

YF120 O00FME S YIENR, BIMLFRAR. (i, 9Fl. fFE. #
M. fiifs. CASERS., #HES. AEdSa kB CiE ISR

[0ACD (Available Chemicals Directory) —MDL#4ER, FCDEUREEEI_L

_J'jﬂtbaﬁs*mm%nn =1

A% g

BRIB25A MG

[O0CSD (Cambridge Structure Database) — 202 B P& ERAI3DLEIISE
ISR R AR R e




O BF B el iE—dik

W target-based virtual screening —— docking
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